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ABSTRACT

Nonconservative processes change the potential vorticity (PV) of the upper ocean and, later, through the subduction of surface waters into the interior, affect the general ocean circulation. Here we focus on how boundary layer turbulence, in the presence of submesoscale horizontal buoyancy gradients, generates a source of potential vorticity at the ocean surface through a balance known as the turbulent thermal wind. This source of PV injection at the submesoscale can be of similar magnitude to PV fluxes from the wind and surface buoyancy fluxes, and hence can lead to a net injection of PV onto outcropped isopycnals even during periods of surface buoyancy loss. The significance of these dynamics is illustrated using a high-resolution realistic model of the North Atlantic Subtropical Mode Water (Eighteen Degree Water), where it is demonstrated that injection of PV at the submesoscale reduces the rate of mode water PV removal by a factor of ~2 and shortens the annual period of mode water formation by ~3 weeks, relative to air–sea fluxes alone. Submesoscale processes thus provide a direct link between small-scale boundary layer turbulence and the gyre-scale circulation, through their effect on mode water formation, with implications for understanding the variability and biogeochemical properties of ocean mode waters globally.

1. Introduction

Submesoscale processes, characterized by horizontal scales of 0.1–10 km and Rossby and Richardson numbers of $O(1)$, modify the dynamics and properties of the upper ocean in a wide range of fundamental ways (as reviewed in Thomas et al. 2008; McWilliams 2016). In this manuscript we focus on how boundary layer turbulence at submesoscale buoyancy fronts results in a nonadvective source of potential vorticity (PV) at the ocean surface. The relevant dynamics can be understood in the context of recent work on ageostrophic flows at fronts, through a balance called the turbulent thermal wind (TTW), a three-term balance between Coriolis acceleration, the baroclinic pressure gradient force, and the vertical momentum flux divergence (McWilliams et al. 2015; Wenegrat and McPhaden 2016). The PV fluxes that arise through the TTW circulation are enhanced at strong horizontal buoyancy fronts, typical of the submesoscale, and, as demonstrated below, in some cases may dominate both wind and surface buoyancy-flux-driven PV fluxes. These dynamics thus provide a direct link across spatial scales, whereby small-scale boundary layer turbulence in the presence of submesoscale fronts, can alter the potential vorticity, and hence circulation, of the ocean gyres.

The broad significance of these processes is demonstrated in the context of the seasonal cycle of subtropical mode water formation in the North Atlantic. Ocean mode waters are defined by their anomalously low PV, and represent a key pathway for communicating a history of air–sea interaction into the ocean interior, exporting heat and carbon, and influencing the gyre-scale
circulation (Hanawa and Talley 2001; Bates et al. 2002; Kwon and Riser 2004). The formation of ocean mode waters is fairly well explained by air–sea buoyancy fluxes; however, their seasonal destruction from late winter through the fall is less thoroughly understood. It has been hypothesized that mode water destruction involves turbulent mixing in the ocean interior (Qiu et al. 2006; Billheimer and Talley 2016), possibly influenced by double diffusion (Wong and Johnson 2003; Tsuchiya and Talley 1998). However, the more complex dynamics of PV relative to temperature, salinity, and velocity raises doubts that turbulent mixing unequivocally acts to destroy mode waters. In particular, turbulent diffusion of heat, salt, and momentum does not necessarily induce a downgradient flux of PV (Thorpe and Rotunno 1989; Keyser and Rotunno 1990) and therefore may not always mix away minima in PV associated with mode waters. Furthermore, following the impermeability theorem of Haynes and McIntyre (1987), interior mixing processes do not directly affect isopycnal PV budgets and hence cannot change the volume-integrated PV anomalies associated with mode waters. The impermeability theorem instead suggests that mode water destruction should involve processes that inject high PV into the mode water isopycnal layer at the ocean surface. 

An important cause of surface PV flux is the air–sea flux of buoyancy (Nurser and Marshall 1991). However, analyses of the mode water seasonal cycle show that surface buoyancy fluxes lead to a net removal of PV, and hence the total mode water PV budget cannot be closed based on air–sea fluxes alone (Maze and Marshall 2011; Forget et al. 2011). A potential candidate for resolving this conundrum comes from considering recent observational and numerical modeling work, which suggests that the mode water formation regions are sites of active submesoscale turbulence (Shcherbina et al. 2013; Gula et al. 2014; Callies et al. 2015; McWilliams 2016). This implies that mode waters, rather than being formed in large, spatially homogeneous, outcropping regions, are the cumulative result of formation, destruction, and subduction over many small outcropping regions between submesoscale fronts, where frontal dynamics can modify the surface flux of PV (Thomas and Ferrari 2008). Here we demonstrate how the TTW circulation acts as a source of PV at submesoscale fronts, modifying the seasonal cycle of mode water formation and destruction, and reducing the total annual mode water PV removal by a factor of ∼3, relative to the expectation based on surface buoyancy fluxes alone. Surface TTW PV fluxes in numerical models are also shown to be highly resolution dependent, with important implications for accurate large-scale modeling of the interior ocean circulation.

The manuscript is organized as follows. In section 2 we develop the theory of how the TTW circulation generates a surface PV flux. Simple scalings for the TTW PV flux are then derived and tested in idealized model runs of frontal spindown (section 3). In section 4 these ideas are applied to a realistic high-resolution model of the North Atlantic Subtropical Mode Water (Eighteen Degree Water), and it is demonstrated that these submesoscale processes are a leading-order term in the PV budget. In section 5 we discuss the relation of these nonconservative processes to adiabatic baroclinic mixed layer instabilities and boundary layer restratification, and major findings are summarized in section 6.

2. Theory

a. Potential vorticity

The Ertel PV is given by

\[ q = \omega_a \cdot \nabla b , \]  

(1)

where \( \omega_a = f \hat{k} + \nabla \times \mathbf{u} \) is the absolute vorticity and \( b = -g \rho / \rho_0 \) is the buoyancy. It is possible to write a conservation equation for \( q \) of the form (Marshall and Nurser 1992)

\[ \frac{\partial q}{\partial t} + \nabla \cdot \mathbf{J} = 0 , \]

(2)

where the “\( \mathbf{J} \) vectors” are defined as

\[ \mathbf{J} = \int_A \left( \mathbf{u} q - \omega_a D - \nabla b \times \mathbf{F} \right) . \]

(3)

The first term on the right-hand side of (3), \( J_A \), gives the advection of PV. The second term gives the diabatic flux of PV, \( J_D = -\omega_a D \), which arises from the turbulent buoyancy flux divergence in the buoyancy equation

\[ D = \frac{\partial b}{\partial t} + \mathbf{u} \cdot \nabla b . \]

(4)

The last term on the right-hand side of (3), \( J_F = \nabla b \times \mathbf{F} \), arises from the turbulent momentum flux divergence in the horizontal momentum equations

\[ \mathbf{F} = \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} + \frac{1}{\rho} \nabla p + f \hat{k} \times \mathbf{u} . \]

(5)

The last two terms in (3) are therefore associated with nonconservative processes, as discussed in detail below.

Of particular utility is that when (2) is volume integrated between two isopycnal surfaces, it reduces to
\[ \frac{\partial}{\partial t} \int q \, dV = - \left( J_F \big|_{z=0} dA - J_D \big|_{z=0} dA \right), \tag{6} \]

where \( J_F \) and \( J_D \) denote the vertical component of the frictional and diabatic terms from (3), respectively; and it is assumed for simplicity that the isopycnal outcrops at the surface but does not encounter topography. Physically, (6) states that the volume-integrated PV in an isopycnal layer changes only in response to the nonconservative fluxes integrated over the outcropping surface area (denoted by \( A \)). Interior nonconservative PV fluxes can be shown either to be oriented along buoyancy surfaces or to exactly balance the rate of movement of the buoyancy surfaces; hence, they do not contribute to the volume-integrated PV budget, a result known as the “impermeability theorem” (Haynes and McIntyre 1987; McIntyre and Norton 1990). Thus, for an outcropping mode water layer, the volume-integrated PV can be changed only by surface fluxes, a result that emphasizes that mixing processes outside the boundary layer cannot be invoked to close the volume-integrated mode water PV budget. Likewise, (6) continues to hold if the volume integral is taken over a fixed volume where fluxes of \( q \) disappear at the horizontal and bottom boundaries, or in idealized periodic domains, as for instance in the idealized numerical model discussed in section 3.

While the impermeability theorem highlights the unique role of boundary PV fluxes, an important point to emphasize is that turbulent processes in the boundary layer—but not necessarily directly at the surface—can modify the volume-integrated PV content of an isopycnal layer. To see this, consider a simplified example, where the horizontal buoyancy gradient and relative vorticity are assumed to be vertically uniform in the mixed layer. Assuming that turbulent mixing is dominated by the vertical component, the nonconservative terms can be written in the Reynolds-averaged framework as \( F = \partial / \partial z (\nu \partial u / \partial z) \) and \( D = \partial B / \partial z \), where \( \nu \) is the combined turbulent and molecular viscosity, and \( B \) represents the sum of both diffusive and nonlocal turbulent fluxes of buoyancy. The total vertical nonadvective PV flux can then be written as

\[ J_F(z) + J_D(z) \approx \frac{\partial}{\partial z} \left( - \omega^* B + \nu \frac{\partial^2 u}{\partial z^2} - \frac{\partial u}{\partial z} \right), \tag{7} \]

where \( \omega^* \) is the geostrophic component of the velocity, and for notational clarity we have dropped the superscript \( z \) from this and all remaining \( J \) vectors discussed in this manuscript. This form highlights how the flux of PV depends on both the magnitude and the vertical structure of turbulent mixing, and we show below an example of how this can allow processes occurring within the boundary layer to modify the surface flux of PV.

In a well-mixed layer near the surface, which is expected to exist during times of surface buoyancy loss, the vertical component of the PV flux will also be approximately vertically uniform (as shown using scaling arguments in appendix A and from numerical results in section 3b). Thus, by integrating (7) to the depth where \( B = 0 \), denoted by \( h \) [which was termed the “convective” depth by Taylor and Ferrari (2010)], the vertically uniform PV flux near the surface can be written approximately as

\[ J(z) \approx \int_0^h \left( B_0 + EBF + EBF_g \right) \, dq, \quad \text{for} \quad z > -h, \tag{8} \]

where \( B_0 \) is the surface buoyancy flux defined as positive upward, \( EBF = \left( \rho f \right)^{-1} (\mathbf{r} \times \mathbf{k}) \cdot \nabla \delta \) is the “Ekman buoyancy flux” (Thomas and Lee 2005), \( \mathbf{r}^\theta \) is the surface wind stress, and we have introduced

\[ EBF_g = -\nu \frac{\partial u}{\partial z} \frac{\partial u}{\partial z} \bigg|_{z=-h}, \tag{9} \]

the “geostrophic Ekman buoyancy flux” (cf. Bachman and Taylor 2016). Clearly the value of \( EBF_g \) will depend on \( h \), which, based on both large-eddy and Reynolds-averaged simulations, is expected at a front to often be less than the full turbulent boundary layer depth, denoted as \( H \); that is, the turbulent mixing of momentum extends deeper than the convective depth (see, e.g., Taylor and Ferrari 2010; Thomas and Taylor 2010; section 3b). However, we also call attention to the fact that the current understanding of frontal effects on boundary layer turbulence is incomplete, and no general prognostic formulation currently exists for determining \( h \) (cf. Taylor and Ferrari 2010). The formulation in (8) should therefore be understood as purely diagnostic, illustrating how both surface buoyancy forcing and the divergence of the turbulent mixing of momentum across the well-mixed surface layer generates a surface flux of PV.

Extensive prior work has confirmed that EBF can become a dominant term in both the surface buoyancy and PV budgets at the strong horizontal buoyancy gradients characteristic of the submesoscale (e.g., Thomas and Lee 2005; Thomas and Ferrari 2008; D’Asaro et al. 2011). These strong fronts are however also associated with large thermal wind shears, which implies \( EBF_g \) will also be enhanced through the mixing of geostrophic momentum, that is, \( EBF_g \approx -\nu \left( \rho \omega^* \frac{\partial u}{\partial z} \right)^2 \bigg|_{z=-H} \). Much of the remainder of this manuscript will therefore focus on quantifying the importance of \( EBF_g \) at the submesoscale, including determining a simple approximation that can be used to estimate the associated PV flux without requiring
knowledge of the turbulent viscosity or convective depth (section 3), and providing an estimate of the contribution of EBF to the seasonal PV budget of the Eighteen Degree Water (section 4). However, before proceeding further, it is useful to first discuss how the physical origin of both EBF and EBF can be understood in terms of the cross-frontal advection of buoyancy, with important implications for how the turbulent mixing of momentum and buoyancy are coupled at a front.

b. Interpretation in terms of frontal dynamics

First, note that an alternate, physically intuitive expression for the total surface PV flux can be found using the formulation of Marshall et al. (2001) [their (13)], which can be rewritten as

\[ J = -\omega\partial_t (\tilde{a}b + \mathbf{u}_t \cdot \nabla b) \tag{10} \]

where \( \mathbf{u}_t \) is the inviscid component of the flow—that is, not associated with turbulent momentum mixing—that satisfies

\[ \mathbf{u}_t = \mathbf{u} - \frac{\mathbf{F} \times \mathbf{k}}{\omega_d}. \tag{11} \]

The sign of the total PV flux will therefore be determined by whether the surface buoyancy is increasing or decreasing in time following the inviscid flow. Noting that the last term on the right-hand side of (11) is similar to an Ekman velocity \( \mathbf{u}_t \) modified by the flow relative vorticity (cf. Wenegrat and Thomas 2017), the total surface PV flux [(10)] can be rewritten approximately as

\[ J \approx -f(D - \mathbf{u}_t \cdot \nabla b) \tag{12} \]

in the limit of low Rossby number, highlighting the dependence of the PV flux on the turbulent mixing of buoyancy and the cross-frontal Ekman advection of buoyancy.

In this limit, the appropriate Ekman balance in the presence of a front, where the geostrophic shear is nonnegligible, is given by

\[ f\mathbf{k} \times \mathbf{u}_t = \frac{\partial}{\partial z} \left[ \nu \left( \frac{\partial \mathbf{u}_t}{\partial z} + \frac{\partial \mathbf{u}_t}{\partial z} \right) \right] \tag{13} \]

with surface boundary condition (Thompson 2000; Thomas and Rhines 2002; Cronin and Kessler 2009)

\[ \rho \nu \left( \frac{\partial \mathbf{u}_t}{\partial z} + \frac{\partial \mathbf{u}_t}{\partial z} \right) = \tau^w, \quad \text{at} \quad z = 0. \tag{14} \]

Boundary layer turbulence thus couples the Ekman and thermal wind equations, such that ageostrophic flow will be generated at fronts by the turbulent mixing of geostrophic momentum, even in the absence of surface wind, as detailed in McWilliams et al. (2015) and Wenegrat and McPhaden (2016).

The balance (13) is linear, hence the total cross-frontal Ekman flow can be written as \( \mathbf{u}_e = \mathbf{u}_e^* + \mathbf{u}_e^{TW} \), with separate contributions from the surface wind stress, satisfying a classic Ekman balance, and a component driven by the turbulent mixing of geostrophic momentum, which we refer to as the TTW flow. Then, using (3), (12), and (13), the vertical component of the surface PV flux resulting from the turbulent mixing of momentum can be approximated by

\[ J_F \approx \int_{f_{WIND}}^f f_{TW} \mathbf{u}_e \cdot \nabla b + f_{TW} \mathbf{u}_e^{TW} \cdot \nabla b. \tag{15} \]

The relative strength of the TTW and wind-driven PV fluxes can be quantified as

\[ \gamma_F = \frac{u_e^{TW}}{u_e^*} = 0.1 \frac{H|\nabla b|}{f \mu^S}, \tag{16} \]

where \( H \) is the turbulent boundary layer depth, \( \mu^S = \sqrt{\rho \nu / \rho} \) is the friction velocity, and we have approximated the viscosity as \( \nu \approx 0.1 \mu^S \) [for discussion and validation of this scaling, see McWilliams (2017)].

For conditions representative of the wintertime mode water formation regions \( \gamma_F \sim 1 \) (assuming \( H \sim 300 \text{ m}, \left| \nabla b \right| \sim (2f)^2 \text{ s}^{-2}, u_e^* \sim 0.02 \text{ m s}^{-1} \)), suggesting the TTW flow will play a leading-order role in the dynamics.

A detailed discussion of wind-driven PV fluxes can be found in Thomas and Ferrari (2008). However, a point of particular relevance here is that the surface wind stress can alternately inject or remove PV, depending on the alignment of the wind stress with the horizontal buoyancy gradient. Thus, for a wind stress of large horizontal scale, when \( J_{F WIND} \) is integrated over a region of horizontally isotropic frontal features, it can be anticipated that alternate injection and removal of PV by the wind stress will largely cancel, as shown using high-resolution simulations of the North Atlantic Subtropical Mode Water formation region in section 4. In contrast, the TTW flow forms a closed secondary circulation in the across-front direction [as shown schematically in Fig. 1, and discussed in Wenegrat and McPhaden (2016) and McWilliams (2017)]. This circulation is thermally direct, with down-gradient flow at the surface, which can be seen by noting that the TTW transport in the Ekman layer goes as \( \mathbf{u}_e^{TW} \sim -v \nabla_h b(f^2) \), where \( \delta_e = \sqrt{2 \nu f} \) is the Ekman depth. Thus, unlike the wind-forced PV flux, the TTW component of the PV flux is always of the sense to inject PV at the surface, regardless of frontal orientation.
The TTW circulation is also both restratifying and frontogenetic (Thompson 2000; McWilliams et al. 2015), as shown in Fig. 1. This leads to an evolution of the buoyancy field, which in turn affects the efficiency of both vertical and horizontal vertical mixing of buoyancy. This is a critical point, as, through (12), it can be seen that the total PV flux is determined by the difference between the cross-frontal Ekman advection and the turbulent mixing of buoyancy, which will itself be affected by the frontal dynamics and hence may not scale directly with the surface buoyancy flux. This issue is complicated by the fact that, generally, determining the balance between the rate of change, cross-frontal advection, and the turbulent mixing of buoyancy is intractable to analytical methods, as it will involve both the nonlinear evolution of the buoyancy field caused by TTW advection and the effects of the changes in buoyancy on the resulting turbulence properties of the boundary layer. However, a simplified analytical analysis of this coupling is provided in appendix B, using an asymptotic expansion that assumes a thin Ekman layer relative to the full turbulent boundary layer depth, a limit that is consistent with the deep mixed layers found in the mode water formation regions.

The results of that analysis are summarized schematically in Fig. 1. As discussed above, the geostrophic shear in the turbulent boundary layer acts as a stress, driving a sheared flow down the buoyancy gradient that would tend to restratify the near-surface layer (Wenegrat and McPhaden 2016). However, during conditions of surface buoyancy loss, or more generally when there exists a source of turbulence that maintains a well-mixed near-surface layer, the restratifying tendency of the TTW circulation will be opposed by enhanced turbulent mixing of buoyancy. Hence, for positive absolute vertical vorticity, the diabatic PV flux associated with the TTW circulation will be oriented upward, $J_{D}^{TTW} > 0$, indicating removal of PV at the surface. The total surface PV flux as a result of these processes is of the sense to increase the PV and is proportional to the geostrophic Ekman buoyancy flux distributed over the depth of the thermal boundary layer [see (8), (17), and the discussion in section 2].
Likewise, the same physical mechanisms giving rise to the partial diabatic compensation of \( J^{TW}_{F} \) will also hold for the PV fluxes associated with \( J^{WIND}_{F} \). Thus, the total wind-driven PV flux, including these diabatic effects, should properly be approximated as

\[
J^{WIND}_{F} + J^{WIND}_{D} \approx f \frac{\text{EBF}}{h},
\]

which is reduced by a factor of \( \delta_s/h \) compared to the common approach of considering only the frictional component (i.e., \( J^{WIND}_{F} \)) and ignoring the effect of EBF on the diabatic flux (cf. Thomas and Ferrari 2008).

The origin of the last two terms in (8) can thus be understood physically as resulting from a coupled interaction between the cross-frontal advection of buoyancy, by the combined wind-driven and TTW flow, and a partially compensating increase in the turbulent mixing of buoyancy, which appears implicitly in (8) through changes to the convective layer depth \( h \). The term in parentheses in (8) thus acts as an effective buoyancy flux that determines the Lagrangian rate of change of the surface buoyancy following the inviscid flow, consistent with (10) (and Marshall et al. 2001).

c. Scalings for the PV flux

To develop a simplified scaling for the TTW component of the PV flux, which can be evaluated without knowledge of the viscosity and convective depth, we will consider the case of no wind stress and a surface buoyancy loss. The frictional TTW PV flux can then be approximated as

\[
J^{TW}_{F} \approx -c_{f} H|\nabla_{h} b|^{2}, \tag{19}
\]

where the TTW velocity is scaled as \( u^{TW}_{f} \sim v|\nabla_{h} b|/f^{2}\delta_{s} \), eddy viscosity as \( v \sim H u^{*} \), the Ekman depth as \( \delta_{s} \sim u^{*}/f \), and \( c_{f} \) is a positive coefficient yet to be determined.\(^1\)

The diabatic component can be approximated as

\[
J^{D} = f \frac{c_{D} B_{0}}{H^{2}} + c_{D} H |\nabla_{h} b|^{2}, \tag{20}
\]

which consists of a component resulting from surface buoyancy fluxes \( J^{BUOY}_{D} \) and a component resulting from the geostrophic Ekman buoyancy flux \( J^{TW}_{D} \). Note that we have assumed that the turbulent vertical buoyancy flux divergence will remain similar, at least in some area-integrated sense, to classic upright convection, such that

\[
D \approx (-B_{0} - B_{z})/H. \tag{21}
\]

The entrainment flux at the base of the turbulent boundary layer is then absorbed into a constant coefficient, \( c_{s} = 1.2 \), appropriate for conditions of surface buoyancy loss.\(^2\) The results of the following section are insensitive to this particular choice; however, it should be emphasized that it is not currently well understood how the classic one-dimensional conception of boundary layer turbulence is modified by the presence of a front (e.g., Taylor and Ferrari 2010; Bachman et al. 2017). We comment further on this in section 6.

The second term on the right-hand side reflects the physics discussed above (and in appendix B), with the expectation therefore that \( c_{f} \approx c_{D} \). The use of constant coefficients can be seen, through (21), to absorb a weak dependence on the Ekman number. A useful non-dimensional parameter can then be formed to quantify the relative importance of \( \text{EBF}_{s} \) to the surface buoyancy flux in the total PV budget,

\[
\gamma_{q} = \frac{(c_{f} - c_{D}) H^{2} |\nabla_{h} b|^{2}}{c_{s} \left| B_{0} \right|}. \tag{21}
\]

For the model runs considered in section 3c, we find \((c_{f} - c_{D})/c_{s} \approx 0.04\). When \( \gamma_{q} \gg 1 \) the abovementioned scalings imply that the PV flux will be dominated by TTW fluxes, such that the upper-ocean gains PV regardless of the sign of the surface buoyancy flux. For \( \gamma_{q} \ll 1 \), PV fluxes will be dominated by surface buoyancy fluxes. We note also that \( \gamma_{q} \) is proportional to the inverse of the \( S \) parameter introduced in Mahadevan et al. (2012), although the physics captured here differ from the principally adiabatic restratification effects considered in that work (section 5).

3. Idealized numerical experiments

a. Configuration of experiments

To test these scalings, we run a suite of idealized numerical experiments using the MITgcm (Marshall et al. 1997). The model is run in hydrostatic mode, for a horizontally periodic domain extending 80 km in the alongfront \((x)\) direction, 100 km in the across-front \((y)\) direction, and 300 m in the vertical. The grid resolution is a uniform 500 m in the horizontal, with 50 stretched layers in the vertical. The fluid is specified by a large body of literature (see, e.g., Kraus and Businger 1994; Deremble and Dewar 2012); however, the simple approach we take here is supported by both empirical and numerical results for pure convective conditions (Large et al. 1994; Taylor and Ferrari 2010), and further was found to give good agreement with numerical model results in testing both simplified 1D models, as well as the 3D models discussed in section 3.

---

\(^1\) In pure convective conditions, as considered in section 3, the friction velocity \( u^{*} \) is replaced by the convective velocity scale \( w^{*} = (B_{0} H)^{1/3}\) (Large et al. 1994).

\(^2\) Parameterization of entrainment fluxes is itself the subject of a large body of literature (see, e.g., Kraus and Businger 1994; Deremble and Dewar 2012); however, the simple approach we take here is supported by both empirical and numerical results for pure convective conditions (Large et al. 1994; Taylor and Ferrari 2010), and further was found to give good agreement with numerical model results in testing both simplified 1D models, as well as the 3D models discussed in section 3.
vertical levels, giving a vertical resolution that ranges from $\Delta z = 3$ m at the surface to $\Delta z = 15$ m at depth. For simplicity we utilize a linear equation of state dependent only on temperature; thus, $b = g\alpha T$, where $g$ is the gravitational acceleration, $\alpha$ is the thermal expansion coefficient, and $T$ is the temperature. Vertical mixing is parameterized using the $K$-profile parameterization (KPP; Large et al. 1994). This turbulence parameterization is chosen both for its physical basis in boundary layer similarity theory and for its common usage throughout ocean modeling.

The basic cross-frontal structure, and the initial geostrophically balanced velocity field, are shown in Fig. 2, and additional details of the model configuration are given in appendix C. This idealized model configuration is used to test the scalings developed in section 2, by varying the initial horizontal buoyancy gradient $M_o^2$ and the strength of the applied surface heat flux $Q_o$ with parameters as given in Table 1. To isolate the TTW effects, no surface wind stress is applied. Before discussing the results of the full parameter space, it is useful to first consider the evolution of a single model run.

b. Example model run

Snapshots of the temperature field for the model run with initial conditions $M_o^2 = (2f)^2 s^{-2}$ and $Q_o = 25$ W m$^{-2}$ provide a typical example of the frontal spindown process (Fig. 3). For these parameters $\gamma_q \sim 1$ such that both EBF and surface buoyancy fluxes are anticipated to be of similar importance. Early in the run, mixed layer instabilities (MLIs) develop with a horizontal wavenumber determined by the strength of the initial buoyancy gradient and the initial mixed layer depth (Boccaletti et al. 2007). By day 15, an inverse cascade of energy leads to the development of frontal features with larger horizontal scale (Fox-Kemper and Ferrari 2008) and, importantly, strong frontogenesis occurs along the edge of the instabilities (Boccaletti et al. 2007). This frontogenesis leads to sharp horizontal buoyancy gradients, an example of which can be seen in Fig. 3, day 15, at the surface near $x = 30$ km, $y = 50$ km. These sharp frontal features rapidly enhance both the frictional and diabatic PV fluxes [(19) and (20), respectively] through their nonlinear dependence on the horizontal buoyancy gradient. Maximum domain-averaged horizontal buoyancy gradients occur shortly after day 20 (Fig. 4), associated with shallow boundary layer depths caused by frontal slumping. After day 25 the fronts are spinning down, exhausting the initial reservoir of available potential energy, decreasing the horizontal buoyancy gradients, and the boundary layer slowly deepens as a result of the surface buoyancy loss.

A time-integrated PV budget for this model run,

$$\Delta q = -\int_0^t J_F dA dt - \int_0^t J_D dA dt,$$

is shown in Fig. 5, where $\Delta q = [q(t) dV - [q(0) dV]$ is the cumulative change in PV integrated over the whole model volume. For the first 25 days of the model run, $\Delta q$ is a small residual term from the approximate cancellation between the frictional and diabatic fluxes. This is particularly notable in that the classical assumption, which ignores the frictional flux caused by TTW dynamics and assumes that the diabatic flux term is dominated by the surface buoyancy loss $J_D^{BUOY}$, would predict a steady removal of PV. However, here the sharp frontal features that develop (as evidenced in the relative vorticity field) inject PV, effectively offsetting the surface diabatic
removal of PV in the first half of the run. It is only later in the run, following day 25, when the fronts have begun to spin down (Fig. 4), that a cumulative PV loss develops as result of the constant surface buoyancy loss.

The strong frictional PV injection, and enhanced diabatic PV removal, associated with submesoscale fronts can be seen clearly in a snapshot from day 16 of the model run, shown in Fig. 6, with surface fluxes enhanced by two orders of magnitude over a scaling based on the surface buoyancy flux alone. The total PV flux at the surface is spatially inhomogeneous, but because of the predominance of downward PV fluxes at locations of strong horizontal buoyancy gradients, the domain-averaged surface PV flux is oriented downward, such that the volume-integrated PV is increasing at this time. The reason for this can be seen in considering composite vertical flux profiles, conditionally averaged over regions of weak \( \frac{\left| \nabla_b \right|}{\langle 6f^2 \rangle} \) and strong \( \frac{\left| \nabla_b \right|}{\langle 6f^2 \rangle} \) fronts (Fig. 7).

Away from sharp fronts the flux terms in (7), \( -\overline{B} \) and \( \nu \overline{u} \frac{\partial}{\partial z} \), form a combined profile that decreases approximately linearly from the surface buoyancy flux to zero at the base of the boundary layer (Fig. 7, top left). This gives a profile of vertical PV flux that is uniform, and positive, throughout much of the boundary layer, reflecting the removal of PV at the surface. In contrast, at the sharper fronts, both flux terms are enhanced by approximately an order of magnitude, with similar parabolic vertical structures of opposing sign (Fig. 7, top right). The enhancement of the turbulent momentum flux term is due to frontogenesis associated with mixed layer baroclinic instability, which increases the thermal
wind shear, modifying the turbulent flux both directly through changes in the geostrophic shear and through increased turbulent momentum fluxes resulting from the mixing of geostrophic momentum. The combined profile of $-B + \nu \frac{\partial u}{\partial z} \cdot \frac{\partial u}{\partial z}$ increases downward in the upper portion of the boundary layer, indicating a surface flux of PV into the boundary layer. The weak PV flux divergence over the upper half of the boundary layer (Fig. 7, bottom right) and convergence in the lower half of the boundary layer indicate how the destabilizing surface buoyancy loss acts to keep the upper portion of the boundary layer well mixed while PV accumulates in the lower portion of the boundary layer (consistent with the asymptotic analysis of appendix B).

As noted above, the cumulative effect of these sub-mesoscale frontal processes on the PV budget will depend on the relative efficiency factors appropriate for scaling the frictional and diabatic removal, that is, $c_F$ and $c_D$ in (19) and (20), respectively. These are evaluated across all model runs in the following section.
c. Comparison to theory

Parameter space is explored using 12 model runs, formed as permutations of a set of four different values for the strength of the initial horizontal buoyancy gradient and a set of three values for the surface heat flux (Table 1). Each run is free to evolve from the initial conditions, and hence transient changes in the PV fluxes form an important part of the overall solutions; however, a useful indication of the relative importance of eddy versus surface effects for a model run is given by $g_{q}$ [(21); Table 1] evaluated using the initial conditions, values of which span four orders of magnitude.

Estimates of (19) and (20) are calculated at each grid point for every output time step, and then averaged in space. The values of the efficiency factors are then found through linear regression with the $J$ vectors calculated directly from the model output (appendix C). For $J_D$, the regression is performed between the scaling estimate and $J_{D}^{\text{NUM}} - J_{D}^{\text{BUOY}}$, that is, the difference between the model diabatic PV flux and the estimate based on the surface buoyancy flux scaling alone. As shown in Fig. 8, the simplified scalings very accurately reproduce the model PV fluxes across parameter space, with best-fit efficiency factors of $c_F = 0.2$, and $c_D = 0.15$. The total PV flux as a result of the geostrophic Ekman buoyancy flux is therefore approximately

$$J_{TTW} = J_{F}^{TTW} + J_{D}^{TTW} \approx -0.05H|\nabla_h b|^2.$$ (23)

The success of the constant coefficient scalings in fitting the model results across all of parameter space implies that the results of appendix B, which were derived under an assumption of a thin Ekman layer, holds even for cases where $\delta_e/H$ is not necessarily small. Additional model runs were also performed using $H_o = 25$ m, where $\delta_e/H$ would presumably be larger, and were found to give similar results (not shown). Likewise, the dependence of the total PV flux on the time-varying ratio $\delta_e/\eta$, indicated in the analysis of appendix B, appears to be of secondary importance in the domain-integrated PV budgets. This is not to say that this ratio remains constant, and inspection of the evolution of individual model runs suggests that this ratio varies spatially and temporally, reflecting the evolution of the frontal spindown process. Rather, in the volume-integrated PV budget, constant coefficients suffice to explain the area-integrated surface PV fluxes. Some caution is thus warranted in extrapolating these coefficients to a single submesoscale front or in conditions that differ greatly from those considered here, although these results, and the analysis of section 2 and appendix B, suggests a general expectation that the TTW circulation is a source of PV, that is, $c_F \gtrsim c_D$.

d. Isopycnal PV budget

Before considering a realistic model of the North Atlantic in section 4, it is useful to consider an isopycnal layer PV budget in the idealized domain to illustrate
how these processes may affect the mode water PV budget during the seasonal transition from winter to spring. To do this we run the same idealized model configuration [with $M_o^2 = (4f)^2 s^{-2}$] with a surface buoyancy loss that decreases linearly with time (Fig. 9), mimicking the winter to spring transition in surface heat flux. A PV budget is taken over an isopycnal layer, which for illustration of the mode water problem can be considered as spanning 17°C–19°C. At the beginning of the run, the isopycnal layer outcrops on the northern side of the domain (Fig. 9); later, despite the surface buoyancy loss, MLIs restratify the surface layer. By day 15 the isopycnal is almost completely capped, isolating it from further PV changes resulting from surface fluxes.
Considering the cumulative PV budget for this isopycnal layer, it can be seen that between days 7 and 15 there is a rapid frictional injection of PV into the layer, leading to $D_q > 0$. The significance of this can be seen in comparison with the PV loss as a result of the surface buoyancy flux alone (Fig. 9, dashed line), which is of the opposite sign and smaller in magnitude. This idealized configuration thus shows that outcropping fronts can become sufficiently sharp, sufficiently early in the spindown process, to allow isopycnal layers to accumulate a significant gain of PV before the layer is subducted as a result of the eddy-driven restratification. Understanding these effects in the context of a realistic ocean model of the North Atlantic mode water formation region is the focus of the following section.

4. Realistic model of the North Atlantic Subtropical Mode Water

In this section we evaluate the impact of submesoscale processes in the seasonal PV budget of the North Atlantic Subtropical Mode Water, or Eighteen Degree Water (EDW), using a realistic, submesoscale permitting, model of the Gulf Stream region. The model is implemented using the Regional Ocean Modeling System (ROMS; Shchepetkin and McWilliams 2005), with configuration details described at length in earlier works such as Gula et al. (2014, 2015). We consider a large region of the northwest Atlantic, run at 1.5-km horizontal resolution, with boundary conditions provided by nesting from a larger domain run at ~5-km resolution (Fig. 10). Surface forcing is provided by climatological heat flux, evaporation and precipitation, and surface wind stress constructed from climatology plus daily winds with variance close to climatological values (see Gula et al. 2015). The use of climatological forcing excludes the possible importance of air–sea feedbacks, although a correction term of 30 W m$^{-2}$ is applied to the surface heat flux based on the difference between the modeled SST and the climatological SST. The model is run for 16 months, and we analyze the mode water formation season over the last 12 months. Given the single realization of the annual cycle, and the other limitations mentioned above, the results of this section are best treated as providing an extension of the findings of section 3 to a model with more complete and realistic physics, rather than a definitive exploration of the importance of these processes for the EDW water in particular (see, e.g., Maze et al. 2013).

A section through the domain is shown in Fig. 11, showing the thick EDW layer south of the Gulf Stream front. The mode water appears as a distinct peak in the density distribution, centered at 1026.1 kg m$^{-3}$, slightly lighter than observed values near 1026.4 kg m$^{-3}$ (McCartney 1982), and hence for this analysis we...
define the mode water layer using a density criteria of $\rho = 1026.1 \pm 0.2 \text{ kg m}^{-3}$. The contribution of surface buoyancy fluxes, wind-driven fluxes, and the TTW flux [(23)] to the annual mode water budget are evaluated from scalings and shown in Fig. 12. These contributions are calculated following $J(x, y) = 1/T \int J(x, y, t)G(x, y, t)\, dt$, where $T = 1$ yr and

$$G(x, y, t) = \begin{cases} 1, & 1025.9 \text{ kg m}^{-3} \leq \rho \leq 1026.3 \text{ kg m}^{-3} \\ 0, & \text{otherwise.} \end{cases}$$

(24)

Surface buoyancy fluxes generally remove PV, except for a region in the northern Gulf Stream, associated with surface warming of subpolar gyre water. The net flux of PV as a result of $J_{\text{TTW}}$, evaluated using the approximation (23), is of comparable magnitude to the surface buoyancy PV fluxes, suggesting the importance of these processes in the annual mode water PV budget. The wind-driven flux of PV is strongest along the Gulf Stream front but is largely compensated between injection and removal, consistent with the analysis of a more coarsely resolved ocean state estimate by Maze and Marshall (2011).

The seasonal budget of the mode water volume-integrated PV is calculated over a subdomain (indicated in top-left panel of Fig. 12), encompassing the regions of the largest surface fluxes, shown in Fig. 13. The mode water outcrops in this domain in early November, with PV being removed until March, followed by a brief period of PV injection until the mode water is subducted in May. The scalings developed in section 3 follow the modeled changes in PV closely, indicating that the reduction of PV loss in the model can be attributed to PV injection by TTW circulations. Notably, the rate of wintertime PV removal is reduced by approximately 50%, and the formation season shortened by approximately 3 weeks, relative to the expectation from surface fluxes alone. The cumulative PV budget (Fig. 13, bottom) indicates that there is a net loss of mode water PV in this subdomain, although the total PV loss is only approximately 30% of the loss that would be expected based on surface buoyancy fluxes alone. These findings are consistent with the results of Lévy et al. (2010), who observed an increase in stratification of the mode water in an idealized gyre when the submesoscale was resolved. Likewise, while volume-integrated PV does not uniquely determine the mode
water volume (Deremble et al. 2014), the reduction of mode water PV loss relative to surface fluxes echoes observational analyses that find the volume of subducted mode water is greatly reduced from that formed by surface fluxes (Kelly and Dong 2013).

The volume-integrated PV varies by a factor of 2 over the seasonal cycle, with a seasonal minimum in late February. After this seasonal minimum, advective fluxes through the edges of the subdomain replenish the volume-integrated mode water PV, and the final cumulative loss of PV through the surface is balanced entirely by the cumulative advective fluxes. This is consistent with the analysis of Deremble and Dewar (2013); however, here the cumulative nonconservative PV loss is 30% of the average mode water PV in the model domain, indicating a renewal time scale of only \( \sim \)3 years, as opposed to the \( \sim \)100-yr time scale they find. These differences may be partly due to Deremble and Dewar (2013) considering annually averaged PV, excluding the seasonal cycle of mode water PV creation and destruction, over a control volume that encompassed less of the formation region than the domain considered here (Fig. 10). A full comparison between our results and prior work on the relationship between mode water PV and volume would be confounded by differences in model resolution, our single realization of an annual cycle, and our model domain covering an incomplete portion of the total mode water volume. However, the results of our analysis suggest that surface PV fluxes may induce large seasonal variability of the mode water PV and lead to a cumulative annual PV flux that represents a significant portion of the total mode water PV. Submesoscale processes greatly modify these surface PV fluxes and hence may exert a strong control on the gyre-scale circulation through their effects on the mode water PV budget.

One of the implications of the above analysis, and (23), is that the potential vorticity budget of the mode water in numerical models will be strongly dependent on the strength of the resolved surface buoyancy fronts. An example of the effect of decreased resolution can be found by averaging the model fields to a 10.5-km grid, equivalent to the resolution of what would currently be considered a very high-resolution global ocean model, and then recalculating the PV budget.
fluxes from the scalings. Figure 14 shows $J_{\text{BUOY}}$ and $J_{\text{TTW}}$ calculated using 1.5- and 10.5-km fields. The surface PV flux $J_{\text{BUOY}}^D$ is essentially unchanged between the two resolutions, and the area-integrated PV flux in the low-resolution (LR) case is essentially identical to the high-resolution (HR) model, reflecting the large scales of the atmospheric forcing. A caveat to this result is that averaging the high-resolution run does not capture the effect of resolution on the mean mixed layer depth, a mechanism that would be expected to somewhat reduce $J_{\text{BUOY}}^D$ at low resolution. The PV injection as a result of TTW dynamics is, however, strongly dependent on resolution, and only 2% of the TTW PV flux is captured at 10.5 km. This suggests that numerical models that do not resolve these submesoscale processes may accurately reproduce the surface removal of PV caused by air–sea fluxes but will miss an important submesoscale source of PV, with direct implications for the PV distribution in the gyre interiors, and hence the resulting gyre circulations. Likewise, we note that the 1.5-km-resolution domain used here is most properly considered only as submesoscale permitting and thus likely provides only a lower bound on the importance of submesoscale PV fluxes.

5. Turbulent thermal wind restratification

One of the principal topics driving interest in the ocean submesoscale is the tendency of submesoscale processes to restratify the near surface, and it is now widely recognized that submesoscale restratification is likely important to a wide range of physical, and biogeochemical, processes. As such, important steps have been taken toward parameterizing the effects of these processes within models that do not explicitly resolve the relevant length scales (Fox-Kemper and Ferrari 2008; Fox-Kemper et al. 2008, 2011; Bachman et al. 2017). The theory developed in section 2, and tested in section 3, suggests that, beyond submesoscale instabilities, turbulent nonconservative processes at the submesoscale likely also modify the boundary layer in critical ways. This is further supported by application of these ideas to a high-resolution
submesoscale-resolving simulation of the mode water formation region in the North Atlantic (section 4).

Notably, (10) and (23) together imply that the restratification associated with the TTW flow might be considered in terms of an effective buoyancy flux \( EBF_g \approx -0.05H^2|\nabla_b b|^2/|f| \), similar to the scaling for the adiabatic buoyancy flux resulting from mixed layer instabilities from Fox-Kemper and Ferrari (2008). However, some caution is warranted in the direct comparison between the effect of these two processes on boundary layer restratification, as when averaged over the full boundary layer depth, the vertical structure of the MLI overturning circulation leads to \( dN_{\text{MLI}}^2/dt \approx 0.6(|\nabla_b b|^2/|f|) \). In contrast, the full TTW overturning circulation will be a function of the vertical and horizontal structure of the eddy viscosity and horizontal buoyancy gradient, as discussed in Wenegrat and McPhaden (2016). A simple estimate however comes from assuming vertically uniform \( \nu \) and \( \nabla_b b \), in which case \( dN_{\text{TTW}}^2/dt \approx 0.1(|\nabla_b b|^2/|f|) \), implying restratification over the full boundary layer should be largely dominated by MLIs.

A more complete way of comparing the different processes leading to restratification is given by (Lapeyre et al. 2006)

\[
\frac{dN^2}{dt} = \frac{1}{H} \left( \frac{\partial (gb)}{\partial t} \bigg|_{z=z_i}^{z=z_b} \right)_{\text{FRONT}} + \langle wq \rangle \bigg|_{z=z_i}^{z=z_b} + \langle J_F \rangle \bigg|_{z=z_i}^{z=z_b} + \langle J_{\text{ADV}} \rangle \bigg|_{z=z_i}^{z=z_b} + \langle J_{\text{JNC}} \rangle \bigg|_{z=z_i}^{z=z_b} \right)_{\text{JNC}},
\]  

where \( N^2 = \langle b(z = z_i) - b(z = z_b) \rangle / H \) is the bulk stratification, \( H \) defines the distance between two depth levels \( z_i \) and \( z_b \), \( \zeta \) is the relative vorticity, and the bracket notation indicates horizontal averaging. As discussed in Thomas and Ferrari (2008), terms on the right-hand side arise from the secondary circulations associated with surface frontogenesis (FRONT), vertical advection of potential vorticity (ADV), and nonconservative \( J \) vectors (JNC). As a first approximation, the first two terms can be identified with adiabatic instabilities, or other sources of secondary circulations (McWilliams 2017), which cause frontogenesis and advect high PV water from the thermocline into the boundary layer. The last terms can then be identified with nonconservative processes associated with boundary layer turbulence.

Plots of these quantities are shown in Fig. 15, for the model run discussed in section 3b. In the upper 75 m it can be seen that restratification is driven by a combination of both FRONT and JNC, with the periods of the largest rates of restratification (e.g., day \( \sim 16 \)) dominated by nonconservative processes. In contrast, over the upper 150 m, the initial mixed layer depth, restratification is dominated by ADV, associated with baroclinic instabilities lifting high PV water from the thermocline into the boundary layer. Although JNC is near zero for the first \( \sim 20 \) days, it should be noted that this term includes the effect of the constant surface buoyancy loss, which, if not offset by \( EBF_g \), would lead to significant destratification, as evident after day 35 (Fig. 15, bottom). The various processes dominating restratification during frontal spindown thus vary in time, and vertical position, with evidence that frictional restratification may be of leading-order importance near the surface.

Beyond the implications for restratification, the TTW circulations are also associated with significant PV fluxes (sections 3 and 4), which differ from adiabatic overturning circulations, which rearrange but do not change the volume-integrated PV. These processes are, however, closely coupled, as frontogenesis during the baroclinic instability process enhances the TTW PV flux,
in turn providing a boundary source of PV for the eddy equilibration process (Nakamura 1994). Models that do not resolve the submesoscale are thus likely to overestimate the net surface PV removal, with far-reaching implications, including for the seasonal cycle of mode water formation and destruction, as shown in section 4. Given the strong constraint PV provides on the general circulation, parameterization of these processes may be at least as important as parameterizing the restratifying effects of adiabatic submesoscale baroclinic instabilities. Implementation of a parameterization for the nonconservative effects discussed here would be simplified by the fact that the surface TTW flow is always down the buoyancy gradient, hence of the sense to inject PV, unlike wind-driven PV fluxes [(18)], which have a directional dependence, and hence require resolved submesoscale fronts.

6. Summary

In this manuscript we considered the flux of potential vorticity at the ocean surface and the importance of submesoscale processes in the surface boundary layer. Particular focus was given to the PV flux associated with the turbulent thermal wind, whereby boundary layer turbulence at a horizontal buoyancy gradient generates an ageostrophic cross-frontal circulation, leading to a downgradient flux of buoyancy, the geostrophic Ekman buoyancy flux [(9)]. The TTW flow thus leads to a source of PV at the ocean surface $J_{TTW}$, given by (17). Scaling arguments, developed in section 2, and validated in section 3, suggest that at the submesoscale $J_{TTW}$ can be of comparable magnitude to PV fluxes from the surface wind stress and surface buoyancy fluxes.

The frictional and diabatic PV fluxes are also shown to be coupled, with enhanced frictional PV fluxes largely offset by enhanced diabatic fluxes. This coupling between nonconservative terms in the momentum and buoyancy equations is consistent with realistic modeling studies that have noted that enhanced resolution of submesoscale processes does not always result in enhanced boundary layer restratification, as vertical buoyancy fluxes are partially compensated for by enhanced turbulent mixing (Capet et al. 2008). In appendix B we show this coupling of nonconservative PV fluxes formally using an asymptotic expansion, the results of which suggest that $|J_{TTW}^F| \gg |J_{TTW}^D|$: hence, the TTW balance is always a source of PV at the surface. Idealized modeling supports this analysis and validates simple scalings for the PV flux, which can be evaluated using observational data.
Applying these scalings to a realistic model of the North Atlantic suggests that $J_{TTW}$ may be a leading-order term in the PV budget of the Eighteen Degree Water, not accounted for in prior analyses using observations or lower-resolution numerical models. In the model, submesoscale processes reduce the rate of PV removal from the mode water by a factor of $;2$ and shorten the formation season by approximately 3 weeks, leading to a cumulative seasonal change in mode water PV that is only $;30\%$ of that expected from surface buoyancy fluxes alone. The analysis here, performed at 1.5-km resolution, likely provides a lower bound on the importance of submesoscale PV fluxes on the mode water PV budget. Likewise, deep mixed layers and strong horizontal buoyancy gradients predominate in mode water formation regions globally, and hence the conclusions drawn here regarding the importance of submesoscale processes in relation to the North Atlantic subtropical mode waters are potentially relevant to mode waters globally.

These findings thus serve to emphasize the role of the submesoscale in providing a direct connection between turbulence in the boundary layer and the properties of the gyre interior. Here we have focused on the modifications to the volume-integrated mode water PV, which has consequences for the dynamics of the gyre-scale circulation through changes in the distribution, variability, and mixing of interior PV (Qiu et al. 2007). Important modifications to other physical and biogeochemical properties of the mode water by these processes are also anticipated. For example, in simulations of an idealized ocean gyre, Lévy et al. (2010) noted an increase in stratification of the mode water layer and a decrease of meridional heat transport when the submesoscale was resolved. The effect of these changes on biological productivity, and carbon export, will involve local changes to productivity in the boundary layer (Lévy et al. 2012a), gyre-scale responses to thermocline and nutricline depths (Lévy et al. 2012b), and preconditioning of the western boundary current source waters (Iudicone et al. 2016).

An important potential limitation to the generality of these findings arises from uncertainty in the properties of boundary layer turbulence at frontal systems, which will alter the effect of surface buoyancy forcing and $EBF_g$ on the surface PV flux. For instance, using (7), it is evident that the two right-hand-side terms are directly related to the buoyancy production of turbulent kinetic energy and the geostrophic shear production of $\nabla^2$.
turbulent kinetic energy, respectively. Large-eddy simulations suggest that, under conditions of steady buoyancy loss conducive to the maintenance of forced symmetric instability, these terms may adjust such that, through (8), $J_F(0) + J_D(0) \approx f B_o / H$ (Taylor and Ferrari 2010; Bachman et al. 2017). This implies that, at least by KPP (e.g., Fig. 7, left column); however, in these simulations PV injection at sharp fronts still dominates the area-integrated PV flux signal (see also Skyllingstad et al. 2017; Sullivan and McWilliams 2018). More generally, (7) reveals a direct link between the energetics of boundary layer turbulence and the surface flux of PV, providing a pathway for multiscale interaction and emphasizing the importance of improved understanding of how fronts modify boundary layer turbulence.

Finally, while adiabatic restratification by submesoscale baroclinic instabilities has been the subject of extensive work (Fox-Kemper et al. 2008; Fox-Kemper and Ferrari 2008; Fox-Kemper et al. 2011), nonconservative processes have received less attention. Here we show that boundary layer turbulence at submesoscale fronts can dominate the restratification of the near-surface layer (Fig. 15) and further lead to significant PV fluxes, crucial for setting the interior circulation. These frictional fluxes are not independent of the adiabatic baroclinic instabilities, but rather they are intertwined with the baroclinic instability process, being intensified by MLI frontogenesis, and in turn affecting the eddy life cycle by changing the PV of the boundary layer (Nakamura 1994). The PV source, and restratification, from the TTW circulation will be largely absent in coarsely resolved models, leading to a deficit of PV in the ocean interior.
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APPENDIX A

PV Flux Near the Surface

In section 2 the importance of the surface flux of PV was highlighted in light of the impermeability theorem [6]. However, a fundamental issue of concern is that the PV equation is higher order in spatial derivatives than the Navier-Stokes, indicating the potential difficulty of properly defining $J(0)$, as required if the volume integral in (6) is taken directly to the ocean surface. One potential strategy for introducing a surface boundary condition on the PV flux is the use of a singular delta sheet of boundary potential vorticity, as suggested by Schneider et al. (2003); however, this may not completely ameliorate issues related to the definition of $J(0)$. For example, if the turbulent stress follows Monin–Obukhov similarity theory, then near the surface $\nu \partial u / \partial z$ is independent of $z$ and $F = 0$, implying that $J_F(0) \rightarrow 0$ as $z \rightarrow 0$. This suggests that the flux of PV at the surface will instead be governed by the departures from Monin–Obukhov similarity theory, and hence it will be sensitive to how the viscosity profile is regularized at the boundary. Introducing a small finite background viscosity/diffusivity may be necessary for $J_F(0) \neq 0$, much as molecular viscosity effects are critical for the transfer of momentum and buoyancy fluxes within a very thin inner layer near the sea surface.

A simplifying result, relevant to the present investigation, can however be found under the assumption that some portion of the near-surface layer remains well mixed in buoyancy. In this case, the vertical PV flux will be approximately uniform over this layer, allowing for evaluation of the PV flux at some finite distance from the boundary, or as a vertically averaged quantity [as in (8)]. To see this, note that the PV flux near the surface can be written as

$$J(z) = J(0) - \int_z^0 \frac{\partial J}{\partial z} \, dz.$$  \hspace{1cm} (A1)

Using (10), and assuming the horizontal buoyancy gradient is in the $x$ direction, the last term can be written as

$$\int_z^0 \frac{\partial J}{\partial z} = - \int_z^0 \left( \omega_x \frac{\partial u}{\partial z} + \omega_z \frac{\partial w}{\partial z} - \omega_b \frac{\partial w}{\partial z} \right) \, dz,$$  \hspace{1cm} (A2)

where the vertical integration is understood to be taken over the well-mixed portion of the surface boundary layer, such that $\frac{\partial^2 b}{\partial z^2} = 0$. The relative contribution of terms on the right-hand side of (A1) can then be determined by employing representative scales $x \sim L$, $z \sim h$, $t \sim f^{-1}$, $u_t \sim RoU$, $w_t \sim RoUH/L$, $b \sim \beta$, and by assuming that vertical derivatives scale with $H$. The scaling for the velocity comes from assuming balanced dynamics and noting that to leading order in Rossby number, $Ro = U/fL$, the inviscid flow is in thermal wind balance, that is, aligned along buoyancy contours; hence, the sheared cross-frontal velocity enters at $O(Ro)$. Next, scaling each term in (A2) relative to the surface PV flux,
which by (10) goes as \( J(0) \sim \dot{f} \bar{b} \dot{a} t - \dot{f}^2 \beta \), gives that all terms in (A2) are \( O(\text{Ro}^3 h/H) \). Thus, for \( \text{Ro}^2 \ll 1 \), or \( h/H \ll 1 \), the vertical PV flux will be approximately constant over the well-mixed portion of the boundary layer,

\[
J(z) \approx J(0), \quad \text{for} \quad z > -h. \tag{A3}
\]

A similar result was found in the low Rossby number limit by Marshall and Nurser (1992) and in the case of resolved turbulent fluxes by Taylor and Ferrari (2010).

It is also useful to note that since \( \nu H = 0 \) at \( z = 0 \), it also follows directly from the abovementioned scaling arguments that the total near-surface PV flux will be dominated by the nonadvective component of the flux. Vertically integrating the nonadvective PV flux can thus be used to express the surface flux in terms of averaged quantities, as in (8).

**APPENDIX B**

**Asymptotic Analysis of TTW PV Fluxes**

As discussed in section 2, the TTW circulation is restratifying, and hence is expected, through (8) and (10), to lead to a net downward flux of PV at the surface. The magnitude of the total TTW PV flux will however be the residual of partial cancellation between the frictional PV injection (through TTW advection of the horizontal buoyancy gradient) and the diabatic PV removal as a result of the turbulent mixing of buoyancy. In this appendix we provide an asymptotic analysis of an idealized frontal configuration, to illustrate the coupling between across-front advection and turbulent mixing, explaining the scalings used in (19) and (20).

We will focus the asymptotic analysis on the upper limb of the TTW circulation, which allows considerable simplification of the problem, isolating the essential dynamics. This approximation is also consistent with numerical solutions of idealized TTW problems, which show that the TTW circulation will initially tilt a finite-width front in the horizontal, offsetting spatially the upper and lower limbs of the secondary circulation. At the end of the appendix, the full overturning circulation is considered using numerical solutions. We therefore first consider an idealized front with a vertically and horizontally uniform horizontal buoyancy gradient in the \( x \) direction, and no variations in the \( y \) direction. We ignore horizontal mixing \((\kappa_{xy} \ll L^2/H^2)\), and assume that the viscosity \( \nu \) and diffusivity \( \kappa \) are constants. Variables are nondimensionalized as \((u, v) = U(u', v'), \quad z = H z', \quad x = (U f) x', \quad b = (U M^2 f') b', \quad \text{and} \quad p = (U M^2 h f) p', \) where \( M^2 \) is an imposed external scale for the horizontal buoyancy gradient. Time is nondimensionalized using the stratified spinup time scale \( \tau = E^{-1/2} f^{-1} t' \), where \( E = 2 \nu h f (H^2) = \delta^2 / H^2 \) is the Ekman number (Greenspan and Howard 1963). The relevant governing equations are thus

\[
E^{1/2} \frac{\partial u'}{\partial z} - v' = \frac{\partial p'}{\partial x} + \frac{E \delta^2 u'}{2 \partial z^2} \tag{B1}
\]

\[
E^{1/2} \frac{\partial v'}{\partial z} + u' = \frac{E \delta^2 v'}{2 \partial z^2}, \tag{B2}
\]

\[
0 = \frac{\partial p'}{\partial z'} + b', \tag{B3}
\]

\[
E^{1/2} \frac{\partial b'}{\partial t'} + u' M^2 = \frac{E \delta^2 b'}{2 \partial z^2}. \tag{B4}
\]

In the equations given above \( M^2 = \delta b' / \partial x' \), and we have assumed \( \nu / \kappa = 1 \). For simplicity we consider the case of no surface wind stress and no surface buoyancy flux, although these restrictions can be relaxed (as in Thomas and Rhines 2002). Given these assumptions, the surface boundary conditions are

\[
\frac{\partial u'}{\partial z'} = \frac{\partial u'}{\partial z'} \quad \text{at} \quad z' = 0, \quad \text{and} \tag{B5}
\]

\[
\frac{\partial b'}{\partial z'} = 0 \quad \text{at} \quad z' = 0. \tag{B6}
\]

Consistent with the discussion above, we will look for solutions that decay away from the surface, excluding the lower limb of the TTW circulation (Wenergerat and McPhaden 2016).

In the interest of notational simplicity, we forgo primes for the remainder of the appendix. Following Thomas and Rhines (2002), the nondimensionalized variables are expanded in terms of interior, thermal, and Ekman layers (subscripts \( i, t, \) and \( e \), respectively) as

\[
u = u_i(z, t) + u_t(\xi, t) + u_e(\eta, t), \tag{B7}
\]

\[
u = u_i(z, t) + u_t(\xi, t) + u_e(\eta, t), \tag{B8}
\]

\[
u = b_i(z, t) + b_t(\xi, t) + b_e(\eta, t), \tag{B9}
\]

where \( \xi = E^{-1/4} z \) and \( \eta = E^{-1/2} z \). A perturbation expansion is then performed in powers of the Ekman number, that is, \( X = \sum_{n=0}^{\infty} \varepsilon^n X^{(n)} \).

**a. Momentum equations**

To leading order the interior velocity solutions are in geostrophic balance,

\[
u^{(0)} = \frac{\partial p}{\partial x} \quad \text{and} \tag{B10}
\]

\[
u^{(0)} = 0. \tag{B11}
\]
In the thermal boundary layer,

\[
E^{1/4} \frac{\partial u}{\partial t} - v_t = E^{1/4} \frac{1}{2} \frac{\partial^2 u}{\partial \xi^2}, \quad \text{and} \quad (B12)
\]

\[
E^{1/4} \frac{\partial v}{\partial t} + u_t = E^{1/4} \frac{1}{2} \frac{\partial^2 v}{\partial \xi^2}. \quad (B13)
\]

Thus, for this frontal zone configuration, \(u_t = v_t = 0\), as there is no term available at any order to balance the Coriolis acceleration. In the more general case, where horizontally varying buoyancy anomalies develop in the thermal boundary layer, an \(O(E^{1/4})\) velocity correction in thermal wind balance can develop (Thomas and Rhines 2002).

In the Ekman layer, the alongfront momentum balance is

\[
E^{1/2} \frac{\partial v}{\partial t} + u_e = \frac{1}{2} \frac{\partial^2 v}{\partial \eta^2}. \quad (B14)
\]

Without a surface wind stress, the leading-order Ekman layer solution is at \(O(E^{1/2})\), which can be seen from the surface boundary condition [(B5)], such that

\[
\frac{\partial u_e}{\partial \eta} = -\frac{\partial v_t}{\partial z}, \quad \text{at} \quad z = 0, \quad \text{and} \quad (B15)
\]

\[
\frac{\partial u_e}{\partial \eta} = 0, \quad \text{at} \quad z = 0. \quad (B16)
\]

The relevant solution for cross-front velocity is therefore the TTW solution (McWilliams et al. 2015)

\[
u_e^{(2)} = -\frac{1}{2} M^2 e^{\eta} [\cos(\eta) - \sin(\eta)]. \quad (B17)
\]

Thus, to leading order, the frictional PV flux in the Ekman layer is

\[
J_{F_e}^{TTW} = E^{1/2} u_e^{(2)(0)} M^2 = -\frac{1}{2} E^{1/2} M^4. \quad (B18)
\]

The right-hand side is always negative; hence, there is always a frictional injection of PV in the Ekman layer as a result of the TTW flow. This injection will however be partially compensated for by diabatic removal, as shown below.

b. Buoyancy equations

The first interior buoyancy solution is a balance between the tendency of the \(O(E^{1/2})\) buoyancy with the diffusion of the zeroth-order interior buoyancy, which we assume is negligible. The buoyancy equation in the Ekman layer is

\[
E^{1/2} \frac{\partial b}{\partial t} + u_e M^2 = \frac{1}{2} \frac{\partial^2 b}{\partial \eta^2}. \quad (B19)
\]

The first nonzero solution for buoyancy in the Ekman layer will therefore be at \(O(E^{1/2})\),

\[
u_e^{(2)} M^2 = M^2 b_e^{(2)}, \quad (B20)
\]

Thus, in the Ekman layer, the horizontal Ekman flux of buoyancy is balanced by turbulent mixing of buoyancy, which leads to a diabatic flux of PV. To leading order, this PV flux can be written as

\[
J_{F_e}^{TTW} = \frac{1}{2} E^{1/2} M^4 = -J_{F_e}^{TTW}, \quad (B21)
\]

which exactly cancels the frictional PV injection in the Ekman layer [(B18)].

This balance in the Ekman layer is however coupled to the buoyancy equation in the thermal boundary layer through the surface boundary condition, which can be seen by vertically integrating (B20),

\[
\left. U_e M^2 = \frac{1}{2} \frac{\partial b_e}{\partial \eta} \right|_{z = 0}, \quad (B22)
\]

where \(U_e = \int_0^z u_e^{(2)} \, d \eta.\) The cross-frontal TTW advection thus acts as an effective buoyancy flux, the geostrophic Ekman buoyancy flux (Bachman and Taylor 2016),

\[
\text{EBF}_e = E^{1/2} U_e M^2, \quad (B23)
\]

where we retain the prime to emphasize the nondimensional form. The surface boundary condition on the buoyancy equation [(B6)] can therefore be written as

\[
\frac{\partial b}{\partial \xi} = -2 E^{-1/4} \text{EBF}_e', \quad \xi = 0, \quad (B24)
\]

where we have assumed for simplicity that there is no surface buoyancy flux, and again that the interior stratification is small.

The relevant buoyancy equation in the thermal boundary layer [at \(O(E^{1/4})\)] is

\[
\frac{\partial b_i}{\partial t} = \frac{1}{2} \frac{\partial^2 b_i}{\partial \xi^2}. \quad (B25)
\]

The solution for \(b_i\), subject to the boundary condition given by (B24), and an assumption of no initial buoyancy anomaly, is given by

\[
b_i = -2 E^{-1/4} \text{EBF}_e \sqrt{2t} \int_{-\xi/\sqrt{2t}}^0 \text{erfc}(s) \, ds, \quad (B26)
\]

where \(\text{erfc}(s)\) is the complementary error function (Abramowitz and Stegun 1964). The vertical diabatic
geostrophic Ekman buoyancy flux, such that (B24) gives both the surface and lower boundary conditions, and solutions to (B25) can be found using standard series methods. In this idealized frontal zone configuration, the negative buoyancy source from the lower limb of the TTW circulation will exactly offset the positive buoyancy source associated with the upper limb of the overturning circulation, and equilibrium solutions are thus possible. In more realistic configurations, where \( \int_0^H u_{\text{TTW}} \cdot \nabla_h b \, dz \neq 0 \), this will not be the case. It is also worth noting that horizontal mixing can also arrest TTW frontogenesis (McWilliams et al. 2015), which in the context of PV dynamics can be understood as a time-dependent process whereby the frictional injection of PV is intensified through surface frontogenesis but is ultimately offset by the growing diabatic contribution as the horizontal length scale shrinks. However, regardless of the possible existence of equilibrium solutions, there will still be a cumulative source of PV at the surface from the TTW circulation, as the equilibration process does not occur until turbulence has adjusted the boundary layer vertically (horizontally) over a time scale \( \tau_r \sim H^2/\kappa (\tau_T \sim L^2/\kappa_b) \), as shown in Fig. B1.

APPENDIX C

Configuration of the MITgcm

The most relevant aspects of the model configuration are documented in section 3; however, in the interest of reproducibility, further details of the model configuration are documented here.

For all runs, horizontal mixing of momentum is parameterized using a biharmonic operator, with a Smagorinsky coefficient of 3, and Leith and modified Leith coefficients of 1 (as in Brannigan et al. 2015). Horizontal diffusion of temperature is implemented using a uniform biharmonic diffusivity of \( \kappa_T = 10^5 \text{ m}^2 \text{ s}^{-1} \).

The Prather advection scheme (Prather 1986), a second-order moment scheme that has been shown to limit numerical diffusion (Hill et al. 2012), is used for temperature advection. These values were found by experimentation to provide a good balance of not being overly diffusive while still minimizing implicit numerical diffusion.

As noted above, the KPP scheme is used for vertical mixing; however, it is worth documenting that in the pure convective conditions considered here, we found it necessary to ensure that the package configuration option for horizontal smoothing of diffusivity/viscosity was disabled and that vertical smoothing of the Richardson number was enabled. Without these choices, the strong Ekman restratification at sharp fronts would occasionally lead to very thin KPP boundary layer depths overlying unstable density profiles that could persist for long periods of time. A possible
interpretation of this is that the horizontal smoothing of turbulence properties across multiple grid cells is physically inconsistent in the presence of sharp frontal features with horizontal scales approaching the grid scale.

The model is initialized in a geostrophically balanced double-front configuration, with the initial buoyancy field given by

\[
Y(y) = \begin{cases} 
0.5 \left[ 1 - \tanh \left( \frac{y}{L_f} \right) + \tanh \left( \frac{y - L_y/2}{L_f} \right) \right], & 0 \leq y \leq L_y/2, \\
0.5 \left[ \tanh \left( \frac{y - L_y/2}{L_f} \right) - \tanh \left( \frac{y - L_y}{L_f} \right) \right] - 1, & L_y/2 \leq y \leq L_y
\end{cases}
\]

\[
Z(z) = 0.5 \left[ \tanh \left( \frac{z + 1.5H_o}{0.15H_o} \right) + 1 \right].
\]

To avoid spurious diabatic removal of PV as a result of the bottom no-flux boundary condition, the bottom two grid cells were set to have equal buoyancy. The numerical values of all the parameters above are given in Table 1. The growth rate of MLIs is dependent on the initial horizontal buoyancy gradient (Boccaletti et al. 2007). Thus, to allow sufficient time for a well-developed turbulence field to develop in each case, we run the \( M_z^2 = (1f)^2 \) runs for 60 days, the \( M_z^2 = (2f)^2 \) runs for 45 days, and the remaining runs for 30 days.

The potential vorticity budgets were constructed offline, using time-averaged diagnostics output at 2-h time steps. The nonconservative J vectors were constructed using the built-in MITgcm diagnostics for the temperature \([4]\) and momentum budgets \([5]\). The exception to this being the advection terms in each budget, which were reconstructed offline using velocity diagnostics and a second-order accurate derivative operator. This approach allows numerical diffusion and viscosity to be approximated as the difference between the online and offline advection diagnostic in each budget. These terms are generally small, with some transient exceptions at particularly sharp frontal features.

Practically, for evaluating the vertical PV fluxes in gridded numerical models, it is necessary to evaluate the vertical fluxes at a finite depth, \( z = -\Delta z \), where \( \Delta z \) will depend on the vertical resolution. The impermeability theorem can still be applied in this case, but it formally requires adding the vertical advective flux of PV to the right-hand side of (6). However, in a well-mixed boundary layer, and at small \( \Delta z \), both \( q \) and \( w \) are small; hence, (6) remains an accurate approximation, as discussed in appendix A. In the simulations of section 3, a minimum boundary layer depth of 12 m was set for KPP, ensuring that at least four \( \rho \) points were in the boundary layer at all times. This approach proved sufficiently accurate for closing the PV budgets for the destabilizing surface forcing we consider; however, simulations with shallower boundary layers, or stabilizing forcing, might require additional near-surface resolution.
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